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Abstract
Countless experiments have been devoted to understanding techniques through which memory might be improved. Many
strategies uncovered in the literature are thought to act via the integration of contextual information from multiple distinct codes.
However, the mnemonic benefits of these strategies often do not remain when there is no clear link between a word and its
multisensory referent (e.g., in abstract words). To test the importance of this link, we asked participants to encode target words
(ranging from concrete to abstract) either by drawing them, an encoding strategy recently proven to be reliable in improving
memory, or writing them. Drawing provides a compelling test case because while other strategies (e.g., production, generation)
shift focus to existing aspects of to-be-remembered information, drawing may forge a link with novel multisensory information,
circumventing shortcomings of other memory techniques. Results indicated that while drawing’s benefit was slightly larger for
concrete stimuli, the effect was present across the spectrum from abstract to concrete. These findings demonstrate that even for
highly abstract concepts without a clear link to a visual referent, memory is reliably improved through drawing. An exploratory
analysis using a deep convolutional neural network also provided preliminary evidence that in abstract words, drawings that were
most distinctive were more likely to be remembered, whereas concrete items benefited from prototypicality. Together, these
results indicate that while the advantageous effects of drawing exist across all levels of concreteness, the memory benefit is larger
when words are concrete, suggesting a tight coupling between the drawing benefit and visual code.
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Introduction

As we navigate the world before us, we are bombarded with
incoming information. There is considerable variability in the
vehicle of presentation (i.e., multiple sensory modes), the con-
text in which we encounter the information, and the strategies
we might use to encode information into memory. In

investigating the circumstances that precipitate robust (or alter-
natively, weak) memories, intrinsic stimulus qualities and
encoding strategies are both highly relevant factors. However,
these factors are frequently studied in isolation from one anoth-
er. Understanding the interactions between the two can enrich
our underlying theories of fundamental memory processes and
inform how we can better learn in our everyday lives. The
current investigation sought to provide insight into how one
particularly effective encoding strategy – drawing – interacts
with an intrinsic stimulus quality known to improve memory:
concreteness. This particular pairing of encoding strategy and
stimulus is especially compelling because concreteness effects
are often conceptualized as being driven by inherent links be-
tween a verbal concept and its real-world visual referent
(Paivio, Rogers, & Smythe, 1968), while drawing is thought
to boost memory performance via the manufacturing or fortify-
ing of a link between a word and its visual referent (Wammes,
Meade, & Fernandes, 2016).

Recent work exploring how encoding strategies bear on
later memory performance has demonstrated improved
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memory for information that was drawn during learning (e.g.,
Paivio & Csapo, 1973; Van Meter & Garner, 2005; Wammes
et al., 2016). This “drawing effect” is robust to a wide array of
perturbations to experimental parameters, including changes
in encoding time, list length, comparison task (Wammes et al.,
2016), test format, stimulus type (Blake & Castel, 2019;
Fernandes, Wammes, & Meade, 2018; Wammes, Meade, &
Fernandes, 2017), and population (Meade, Wammes, &
Fernandes, 2018). The potency of the drawing benefit has
naturally led to testing the efficacy of real-world applications,
including learning definitions (Wammes et al., 2017; see Van
Meter & Garner, 2005, for a review), improving conceptual
knowledge (Anderson, Ellis, & Jones, 2014; Edens & Potter,
2010), and even promoting better understanding of scientific
texts (Schmeck, Mayer, Opfermann, Pfeiffer, & Leutner,
2014; Van Meter, 2001; Van Meter, Aleksic, Schwartz, &
Garner, 2006). When considering the variety of uses and ap-
plications for drawing in research, it is evident that this tool
provides a window into various forms of cognition for which a
simple button press or verbal report may be insufficient.

Recently, research has suggested that drawing improves
memory via the encoding of information from multiple dis-
tinct codes – motor, generative, and visual – which together
produce a rich multi-sensory memory (Wammes, Jonker, &
Fernandes, 2019). Punctuating the importance of the genera-
tive code, it has been demonstrated that simply preparing to
draw without actually performing the drawing still enhances
memory relative to writing (Wammes, Roberts, & Fernandes,
2018). Most critically for the current work, this generative
process likely acts by forging new connections with internal
imagery and conceptual knowledge held in semantic memory,
or, alternatively, capitalizing on the connections that already
exist.

Even without actively engaging with conceptual knowl-
edge through an explicit task that requires it (e.g., drawing,
generation, or deep level of processing), the importance of the
link between word and conceptual knowledge is clear.
Specifically, it is well established that concrete words are bet-
ter remembered than abstract words (e.g., Begg & Paivio,
1969; Fliessbach, Weis, Klaver, Elger, & Weber, 2006;
Moeser, 1974). Two prevailing theories regarding the origin
of such concreteness effects are dual-coding theory (Paivio
et al., 1968) and context-availability theory (Schwanenflugel
& Shoben, 1983). Dual-coding theory posits that, in the con-
text of concreteness, a memory boost is observed for concrete
words due to the relative ease with which they elicit mental
imagery, ultimately providing two forms of memory coding
(verbal and imagery; Clark & Paivio, 1991; Mayer &
Anderson, 1991; Paivio, Walsh, & Bons, 1994). Context-
availability theory on the other hand suggests that more asso-
ciated verbal contextual information is available for concrete
words, allowing for enhanced retrieval (Bransford &
McCarrell, 1974; Kieras, 1978; Schwanenflugel, Akin, &

Luh, 1992; Schwanenflugel & Stowe, 1989). So, while dual-
coding theory suggests that retrieval of concrete words bene-
fits from multiple memory codes provided at encoding,
context-availability theory posits instead that concrete words
simply boast an inherently larger network of related informa-
tion to call upon during retrieval.

While these two prevailing theories do not bear directly on
questions regarding drawing’s interaction with memory, we
can reasonably extend them to this area, as the benefit of
drawing is likely similar in its reliance on tight links between
underlying conceptual knowledge and visual representations.
In line with the dual-coding theory then, the drawing effect
should easily manifest in concrete words due to the
manufacturing or strengthening of the link between a word
and its visual referent. This drawing benefit may, however,
also persist for abstract words because although they do not
have a clear visual referent, comparable imagery can be arti-
ficially induced through drawing. In contrast, context-
availability theory might predict a heavily attenuated drawing
effect for abstract words, as drawing would have no bearing
on the amount of contextual information that is intrinsically
associated with a word (i.e., the semantic information inher-
ently linked to it). That is, while drawing may add contextual
information (e.g., hand movement, visual feedback) that was
not otherwise present, it does not fundamentally alter the set of
existing semantic associations that a particular concept has.

In the current work, we aimed to determine just how critical
the link between verbal label and underlying concept is.
Research in this arena has primarily found concreteness ef-
fects in words, images, and definitions, raising an interesting
question: Will the benefit of drawing persist when a word is
abstract, and therefore its link to associated conceptual knowl-
edge or multisensory referent is unclear? We used drawing as
a tool to determine if a clear link between concept and visual
imagery must be inherent for it to improve memory, or if this
link can be flexibly added to a similar effect via drawing. The
answer to this question will serve to inform our understanding
of imagery, and the ways in which verbal information interacts
with multimodal processing. We predicted that, consistent
with the dual-coding theory, drawing the referent of an ab-
stract concept would yield memory performance comparable
to that in undrawn (i.e., written) concrete words, by providing
an otherwise absent imagery trace. Thus, we expected the
drawing effect to manifest in both concrete and abstract
words.

Assuming that some abstract concepts have relatively pro-
totypical associates (e.g., a ballot for “democracy” or a smiley
face for “happiness”), then perhaps drawing these more com-
mon associates would confer a further enhanced memorial
benefit. That is, at the level of visual imagery, some abstract
items may seem qualitatively more “concrete” than those
without a common referent. Abstract items with these more
prototypical referents, when drawn, may benefit similarly to
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their concrete counterparts from the building or reinforcing of
links with further visual information. Therefore, we were in-
terested in exploring this relation between the prototypicality
of drawing content, and later memory for those drawings.

In the current study, we empirically tested the prediction
that drawing would provide a consistent benefit to memory
regardless of word concreteness. We also employed a deep
neural network to conduct an exploratory analysis testing the
prediction that drawings of abstract words that are prototypi-
cal would be more likely to be remembered.

Method

Participants

Of the recent studies that explored drawing with word-
recognition retrieval tests, the smallest reported drawing effect
size (memory for draw > write) was d = 0.67 (Wammes et al.,
2016, Experiment 5). We therefore performed an a priori pow-
er analysis (matched-pairs, two-tailed t-tests with a d = 0.67)
using G*Power software (version 3.1; Faul, Erdfelder, Lang,
& Buchner, 2007), which indicated a required sample size of
31 participants to achieve 95% statistical power to find a main
effect of drawing. Accordingly, we aimed to include at least
31 participants in this experiment. However, we note that this
power analysis had no bearing on our ability to measure an
interaction with concreteness, and so it is possible that a re-
quired sample size was larger than this. Nonetheless, we orig-
inally collected data from 34 participants. In the initial exper-
iment, however, we had no intention of performing our ex-
ploratory analysis of prototypicality, and as such, there were
only two drawings of some words, for example, and ten of
others. We subsequently collected data from more subjects to
equalize the number of drawings per word across the sample.
As a result, our eventual sample was composed of 48
University of Waterloo undergraduates (38 female, one unde-
fined), ranging in ages from 18 to 29 years (M = 19.70, SD =
2.22), who were recruited to participate for course credit. The
findings reported herein are from the entire sample of 48 par-
ticipants, though we report the analysis for the initial sample
of 34 in the Online Supplementary Materials. One participant
declined to provide their age and gender. All participants had
self-declared normal or corrected-to-normal vision and had
learned to speak English before the age of 9 years to ensure
language competency.

Materials

Wordlists were created using 320 words taken from a larger
list of normed English word lemmas (Brysbaert, Warriner, &
Kuperman, 2014). Wordlists were of overall average length
(characters, M = 7.20, SD = 1.29), frequency (SUBTLEX, M

= 161.16, SD = 105.97), and concreteness (M = 3.20, SD =
0.93), and were always presented in Arial font size 72 pt. For
each participant, 160 words were pseudorandomly chosen
from the master list to act as targets for the encoding task
(80 drawn, 80 written), such that word concreteness was rea-
sonably spread and evenly distributed within both trial-types.
An additional 160 words were randomly chosen to serve as
lures on the subsequent recognition test. Critically, all words
used to form the master list were selected based on pre-
existing concreteness ratings (Brysbaert et al., 2014), such that
they ranged from highly abstract (minimum score = 1.60) to
highly concrete (maximum score = 4.79). Participants viewed
stimuli and provided responses using a convertible laptop/
tablet (Acer One 10), managed by custom Python scripts.

Procedure

Participants were first told that they would be drawing or
writing a set of words, one at a time. They were instructed to
keep drawing or writing until the computer proceeded to the
next trial. Participants were unaware that their memory would
be tested.

The tablet was laid flat on the table in landscape orientation
in front of the participant. Participants first saw a task prompt
(indicating to “draw” or “write”), followed by a word that they
were to perform the task with. On each trial, the task prompt
appeared for 1,050 ms, followed by a fixation cross for 350
ms, and then finally by a target word for 1,050 ms (each target
word was only ever presented once per participant).
Participants were then given 10 s to perform the task before
the next prompt and word appeared. Instructions were given to
encourage participants to make use of the entire time allotted
to each trial.1 The position of their stylus was documented
throughout the trial (for examples of typical drawings in the
experiment, see Fig. 1). The entire duration of the encoding
task was approximately 30 min.Words were pseudorandomly
assigned to the “draw” and “write” trial types, which were
mixed and presented in random order.

Following 160 trials of encoding (80 drawn, 80 written),
the researcher flipped the computer screen 180° back to laptop
mode. Instructions were then provided for the tone-
classification filler task. During this task, the participant was
instructed to respond by pressing 1, 2, or 3 on the keyboard, if
a presented tone was low, medium, or high in pitch, respec-
tively, for 2 min. The purpose of this task was to guard against
any potential ceiling effects by preventing rehearsal during a
test delay, as young adult samples typically display impecca-
ble memory (Light & Singh, 1987). Following 2 min of this

1 To ensure that participants were consistently on-task throughout the study
phase, we analyzed how long participants spent with the stylus pressed to the
touchscreen, as well as how late into each trial a participant committed their
last stylus press. The results of this analysis can be found in the Online
Supplemental Materials.
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tone-classification task, an instruction screen again prompted
the participant to wait for the researcher to explain the next
phase of the experiment. Next, with the computer still in lap-
top mode, the researcher then explained the subsequent task: a
Remember-Know-New (RKN) recognition test (Tulving,
1985). This test used all 160 target words (80 drawn, 80 writ-
ten) from the study phase, as well as 160 new randomly se-
lected words that would serve as lures. All words were pre-
sented one at a time in the center of the screen in random
order. Participants had 3 s to respond on each trial, at which
point the next word was presented. If they did not respond in 3
s, a short high-pitched tone was played to indicate an “error,”
and that they should respond faster on the next trial. If a timing
error was made and the previously described tone was played,
the screen advanced to the next trial and no response was
recorded. Participants were told to press 1, 2, or 3 on the
keyboard, to indicate their response of “remember,” “know,”
or “new,” respectively. For this task, “remember” responses
were verbally defined to the participant as being a conscious
recollection of specific contextual information about their ini-
tial encounter with the word during the study phase. A “know”
response was defined as only having a feeling that they had
seen the word previously, but could not remember specific
details of the event. “New” responses were of course ex-
plained as being for words that had not been seen during the
study phase. An RKN style test was used to allow for a more
thorough investigation of varying memorial strength for
words, rather than recording whether a participant simply
had a recollective experience or not (as is the case in free-
recall tests; for a review see Yonelinas, 2002). Finally, a
chance for questions was provided before the recognition test

began. After a maximum period of 18 min (360 trials, 3 s
each), the recognition test ended. Participants were given a
detailed feedback letter about the experiment, and if applica-
ble, the researcher answered participants’ questions.

All procedures and materials were approved by the Office
of Research Ethics at the University of Waterloo (ORE
#41253). Data for the current experiment are available on
the Open Science Framework (OSF) at https://osf.io/6gcpt/.

Results

Before formal statistical analyses were performed, four partic-
ipants were removed from the data for having false-alarm rates
above 95%, making their memory sensitivity scores (d’)2 2.80
or more standard deviations below the mean. Therefore, we
proceeded with formal analyses using a remaining sample of
44 participants.

Concreteness as a continuous predictor of recognition
accuracy

Experimental items were selected such that they spanned the
spectrum of possible concreteness ratings. As such, we ana-
lyzed the data using raw concreteness values (i.e., instead of
dichotomizing) as a predictor. To do this while also

2 Throughout this article, all d’ and c’ values have been corrected using the
log-linear rule applied to raw hits and false alarms (Hautus, 1995). This meth-
od reduces extreme values in a consistent, less biased, and more conservative
way than other common corrections.

Fig. 1 Examples of drawings created at encoding
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incorporating the effects of trial type required using a multi-
level logistic regression approach.3 We used this approach to
predict the likelihood of an “old” response (collapsed across
‘R’ and ‘K’).4 The primary model of interest incorporated
Concreteness as a predictor, as well as dummy-coded Trial
Type (draw and write), and their interactions (the Full model).
We compared the Full model to models that did not include
the interactions (the Concreteness model), included only trial
type (the Trial Type model), and included only whether an
item was actually old or not (the Null model). Akaike weights
(AICw; Wagenmakers & Farrell, 2004) were computed based
on the likelihood estimates for each model, and used to deter-
mine the best fitting model among the candidate models. We
also confirmed the outcome of the AICw comparison using
direct model comparisons.

The Full model produced the best fit to the data among the
candidate models, AICw > 0.999, and significantly
outperformed the next-best Concreteness model, χ2(2) =
100.44, p < .001. The estimate for the intercept was -0.85
(95% confidence interval (CI95) [-1.39, -0.31]), indicating
that, not surprisingly, lures are unlikely to be called “old.”
The estimates for draw (1.92; CI95 [1.51, 2.33]) and write
(1.28; CI95 [0.93, 1.63]) were reliable, indicating that both trial
types led to above-chance memory performance. The estimate
for Concreteness (-0.17; CI95 [-0.23, -0.09]) was also reliable,
indicating that concreteness had an impact on recognition per-
formance. These main effects are qualified by significant in-
teractions between concreteness and the draw (0.63; CI95
[0.49, 0.76]) and write (0.36; CI95 [0.25, 0.46]) trial types.
Together, these effects indicate that drawing improved mem-
ory more than writing, and that concreteness led to a larger
improvement in drawn items than in written (see Fig. 2 for an
item-based depiction of this general pattern).

Exploratory visual similarity analysis

Next, we conducted an exploratory analysis (see the Online
Supplementary Materials for methods) as a preliminary
foray into testing whether the content of the actual draw-
ings produced by participants could be used to predict
memory performance. To provide a rich, descriptive mea-
sure of the images’ content and their similarity to one an-
other, we extracted features from a deep convolutional
neural network, or dCNN (the Visual Geometry Group
model; VGG19; Simonyan & Zisserman, 2015). While this

network was not explicitly trained on drawings, there is
evidence that the abstract features that drive categorization
of real-world images can also be used to categorize draw-
ings (Fan, Yamins, & Turk-Browne, 2018).

Similarity between a given pair of images was estimated
by extracting the features of each image from a given layer
of the dCNN and computing the Pearson correlation be-
tween them. For each image (e.g., subject 1’s drawing of
“democracy”), this similarity estimate was computed with
all other drawings of the same item (i.e., all other subjects’
drawings of “democracy”) and averaged into one visual
similarity score. A high visual similarity score, therefore,
would mean that the drawing is highly prototypical (i.e.,
similar to most other drawings of the item), while a low
score would indicate that it was distinctive among other
drawings of that same item. Importantly, the features cor-
responding to drawings of the same item were more highly
correlated to one another than to drawings of other items,
ps < .01 (for a thorough treatment of this visual similarity
metric, see the Online Supplementary Materials).

Visual similarity scores were then entered into a logistic
regression, along with word concreteness, and these were used
as predictors of a participant’s memory for studied words on
the recognition test. We discovered that exclusively at the first
pooling layer (i.e., the earliest layer) there was a significant
interaction between visual similarity score and word concrete-
ness in predicting later memory for a drawn word. That is, the
Full model containing the interaction term fit the data the best,
AICw = 0.578, outperforming a model with both main effects,
χ2(1) = 4.82, p = .028, models with just one of the main
effects, and the Null model. The second-best model, AICw =
0.281, contained only a main effect of Concreteness, which is
unsurprising given that concreteness is a known factor
predicting memory, and our own earlier results highlight its
preferential impact on drawn items.

3 We also employed a more traditional analysis of variance (ANOVA) ap-
proach, treating concreteness as a median-split dichotomous factor (concrete
vs. abstract). That analysis, found in the Online Supplemental Materials, rep-
licated the present findings.
4 An RKN recognition test was employed at retrieval to allow for a more
thorough investigation of varying memorial strength for encoded words. For
a full analysis of R and K responses separately, see the Online Supplemental
Materials.

Fig. 2 Moving averages (hit rate) for drawn and written items, as a
function of word concreteness rating (1–5; higher is more concrete).
Outlier data are not included here
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In the Full model, the estimate for the intercept was 1.32
(CI95 [0.80, 1.84]). The main effect of Visual Similarity
(-1.10; CI95 [-2.03, -0.17]) was reliable, but the effect of
Concreteness (-0.12; CI95 [-0.27, 0.03]) was not. These
main effects were qualified by a reliable interaction
(0.31; CI95 [0.03, 0.59]) between the two. So, while in
general prototypical drawings were more likely to be for-
gotten, this effect was dependent on concreteness. The
interaction indicated that for concepts that are more
abstract, distinctive drawings are better remembered, while
for concepts that are more concrete, prototypical drawings
are better remembered (see Fig. 3).

Discussion

Taken together, our findings here highlight that establishing a
link between underlying verbal semantic codes and rich mul-
timodal perceptual details can be a potent driver of improved
memory. The present experiment demonstrates that even in
abstract words, where there is not a strong link between the
verbal label and a real imageable referent, memory perfor-
mance is improved following drawing relative to repeatedly
writing. The current findings replicate the drawing effect as
delineated in prior work (e.g., Wammes et al., 2016). Trial-
wise analyses also revealed that the drawing effect is present
across all levels of word concreteness, but we observed a
significant interaction in both dichotomized and continuous
data, demonstrating that the magnitude of the drawing effect
is larger in the most concrete words. It has been proposed –
both for drawing and concreteness effects in memory – that a
benefit arises because of strong or strengthened associations
with the multisensory and semantic information about a
word’s referent. The observed interaction suggests that a con-
crete word benefits from the existence of these associations,
but that drawing can still provide an additional benefit, per-
haps by strengthening or emphasizing this link. While we
observed better memory in words with high concreteness,
the pattern of data here also indicated that drawing can boost
memory performance for abstract words up to the same level
as written concrete words. This provides compelling prelimi-
nary evidence that drawing can dramatically attenuate con-
creteness effects, perhaps in part through the addition of an
otherwise absent visual referent.

While our results clearly bear on mechanistic explanations
for drawing and concreteness effects, they also illuminate ba-
sic principles of how memory operates. Current theories (i.e.,
dual coding and context-availability) differ in whether a mem-
ory for a more concrete or imageable concept is encoded so
strongly because of newly forged links with multimodal and
conceptual knowledge, or due to longstanding associative in-
terconnections, respectively. Our work provides novel evi-
dence, adding to an existing literature, to support that the
active introduction of multiple memory codes may provide
the scaffold for strongly encoded and/or more retrievable
memories. Based on arguments presented in the
Introduction, our hypothesis was that if drawing aided mem-
ory performance for abstract words, this could be taken as
evidence that concreteness is a phenomenon that occurs pri-
marily at encoding, supporting a dual-coding account. In con-
trast, context-availability theory would have predicted no in-
crease in memory performance for abstract words after being
drawn, as the semantic contextual network in which they re-
side had been unaltered. Since our work showed a clear atten-
uation of the concreteness effect by implementing the creation
of visual imagery at encoding via drawing, it stands to reason
that our results support the dual-coding theory.
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Fig. 3 In both panels, the x-axis or horizontal plane represents
Concreteness, ranging from Abstract (left) to Concrete (right), and the
y-axis or vertical plane represents Visual Similarity ranging from
Distinctive (bottom) to Prototypical (top). Panel A shows Predicted
Recognition memory (colorbar on right) as a function of Visual
Similarity and Concreteness. Three pairs of points at the same level of
Concreteness as one another are highlighted in green (left), blue (middle),
and purple (right) in Panel A. These are the coordinates of the example
images depicted on the left, middle, and right in Panel B, respectively.
Panel B shows sample drawings for the words “serenity” (left, green;
very abstract), “detention” (middle, blue; moderate) and “haircut” (right,
blue; very concrete), including an example of a very distinctive example
on top, and a very prototypical example on the bottomof each pair
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We also directly explored the actual contents of partici-
pants’ drawings in an attempt to quantify the relation between
the distinctiveness or prototypicality of one’s drawing, and the
likelihood that they would later remember the word.
Specifically, we found that in highly concrete words, in-
creased prototypicality predicted better later memory. In con-
trast, for highly abstract words, increased distinctiveness in-
stead led to superior memory. These results ran contrary to our
predictions that the prototypicality of a drawing would play a
supporting role for highly abstract words that do not inherent-
ly have an imageable referent. That is, we predicted that draw-
ing an abstract concept (e.g., “love”) using its prototypical
referent (e.g., a heart) would be more akin to drawing a con-
crete word since a referent already exists. This analysis was
exploratory, and our predictions were primarily speculation,
but we believe that it still provides promising evidence that the
content of drawings can be used to predict later memory per-
formance. While our findings for drawing similarity of ab-
stract words were not in line with our predictions, they were
in line with literature on distinctiveness effects, and the im-
provement to memory that these effects entail (von Restorff,
1933). More broadly, these exploratory results may provide a
reason to re-evaluate any one-size-fits-all theories of imagery
and encoding, instead suggesting that there may be interac-
tions between what one is trying to remember (e.g., the con-
creteness effect), how they are encoding it (e.g., the drawing
effect), and its relation to other content (e.g., prototypicality).

It is worth noting that the VGG19 dCNN employed in the
current study had been pre-trained using millions of real-world
images, and had not “seen” any drawings before this study.
Accordingly, this dCNN encodes more generic visual perceptual
features, as opposed to features highly tuned to black and white
line drawings. While this could be viewed as a shortcoming,
evidence presented both here (see Online Supplementary
Materials) and in other work (Fan et al., 2018) has demonstrated
that features extracted from dCNNs trained on real-world images
carry information relevant to recognizing and classifying draw-
ings. Importantly, while these neural networks can only provide
an approximation of visual similarity, feature correspondences in
similarly trained networks have been found to highly correlate
with human raters’ ability to judge image similarity based on
high-level perceptual features such as shape (Kubilius, Bracci,
& Op de Beeck, 2016).

A classic view of memory encoding is that it can be im-
proved by a deeper level of processing, implying a greater
degree to which one is cognitively engaged with semantic in-
formation about the material (LoP; Craik, 2002; Craik &
Lockhart, 1972; Craik & Tulving, 1975). Arguably, almost
any engaging encoding task will command a greater depth of
processing than the traditional “shallow” controls (e.g., deter-
miningwhether a word is printed in capital letters).While draw-
ing surely engages deep semantic processing, we argue that it is
a special form of encoding that promotes the integration of not

only this semantic processing, but also visuomotor processing
of what the item looks like and the movements required to
depict it. Drawing outperforms writing, even when greater
depth of processing is emphasized in the writing condition by
instructing participants to add visual details to their writing, or
when semantic features of concepts were directly highlighted
by asking participants to list them at encoding (Wammes et al.,
2016). Within the current work, items that were written were
also likely processed deeply due to the fact that a concreteness
effect was found within written items (deep processing is
thought to be a prerequisite for this effect to occur, see West
&Holcomb, 2000). Moreover, analyses of time spent on-task at
encoding found significantly higher engagement while writing
relative to drawing (task engagement time is often used as a
proxy for deeper processing; Craik & Lockhart, 1972; Lupyan,
2008; see the “time-on-task” analyses in Wammes et al., 2018,
and in the current Online Supplemental Materials).

When using task contrasts (e.g., draw vs. trace) to gauge the
relative role of types of processing involved in drawing, recent
work has established that while deep generative semantic pro-
cessing contributed to the memory boost following drawing,
motor and visual processing reliably did as well, with the motor
aspect having the greatest contribution of the three (Wammes
et al., 2019). Moreover, related literature has shown strong be-
havioral and functional connectivity evidence for the formation
of links between visual and motor systems following repeated
practice of handwriting (Longcamp, Tanskanen, & Hari, 2006;
Vinci-Booher, James, & James, 2016; for a review, see Feder &
Majnemer, 2007), and writing of letters and digits (Zemlock,
Vinci-Booher, & James, 2018). Likewise, repeated drawing
practice is associated with changes in how information is shared
between visual and motor planning systems in the brain (Fan
et al., 2020). It has been speculated that this visuomotor integra-
tion creates an action-perception link whereby the discriminabil-
ity of neural representations of practiced items is enhanced (Fan
et al., 2020; Longcamp et al., 2006). It is for these reasons that,
here, we focus on the beneficial aspects of visuomotor integra-
tion induced by drawing that occur beyond any effect of deep
semantic processing. In summary, while a depth of processing
account could partially explain why engaging tasks like drawing
improve memory, we believe that a sensorimotor integration
mechanism more thoroughly explains the observed effects.

Planned future work will seek to build upon this foundation
with experiments more explicitly designed to probe the
content of drawings as it relates to subsequent memory for
studied items. Indeed, there may be other characteristics of a
drawing’s content that contribute to its overall likelihood to be
remembered. Beyond the prototypicality of an item’s referent,
these other factors could include, for instance: Inclusion of
text or labels in the drawing, whether the drawing is contained
within a larger scene context, if the depiction to be drawn is
instead based on a phrase or passage rather than a single word,
or even the animacy of a drawn item.
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Another potential future avenue for research could involve
further dissemination of the “generative” factor of drawing in
relation to concreteness. As discussed in the Introduction, the
generative stage of preparing to draw can lead to improvedmem-
ory, even without the physical act of drawing itself (Wammes
et al., 2018). It remains an open question, however, whether the
enhancement of memory for abstract words in the current study
was resultant from initial generative combinations of internal
imagery and conceptual knowledge, or if the memory boost ob-
served for abstract words was instead primarily due to clear
external visual feedback provided once an item was drawn.
Nevertheless, it is clear to us that the addition of imagery at some
point during the drawing process explains the observed memory
improvement for abstract words in the current study.

Our findings contribute novel evidence to both the emerg-
ing domain of drawing research as well as more broadly
established conversations surrounding memory improvement
techniques in the literature. It is clear that rich multimodal
integration of an item with its underlying verbal code can
prove to be a compelling method of enhancing memory. The
current study has demonstrated that despite ostensibly being
reliant on direct links to imageable content, the benefits of
drawing are robust even for abstract targets. Further, drawing
demonstrably attenuated concreteness effects. Exploratory
analyses using a neural network provided preliminary evi-
dence that prototypicality of a drawing can influence its like-
lihood of being remembered. These results suggest that not
only can drawing be used in part to form an otherwise absent
imagery trace for abstract concepts, but also that what one
chooses to include in the drawing determines later memory.
Overall, the current results highlight the importance of under-
standing possible interactions between stimulus properties and
the ways with which they are encoded when investigating the
determinants of successful memory.
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